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#### Abstract

We explore structural and dynamical behavior of concentrated colloidal suspensions made up by C-shape particles using Brownian dynamics computer simulations and theory. In particular, we focus on the entanglement process between nearby particles for almost closed C-shapes with a small opening angle. Depending on the opening angle and the particle concentration, there is a percolation transition for the cluster of entangled particles which shows the classical scaling characteristics. In a broad density range below the percolation threshold, we find a stretched exponential function for the dynamical decorrelation of the entanglement process. Finally, we study a setup typical in microrheology by dragging a single tagged particle with constant speed through the suspension. We measure the cluster connected to and dragged with this tagged particle. In agreement with a phenomenological theory, the size of the dragged cluster depends on the dragging direction and increases markedly with the dragging speed. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4947237]


## I. INTRODUCTION

In recent years, the research in the structure and dynamics of colloidal dispersions has shifted from spherical particles to colloids with an anisotropic shape. ${ }^{1-5}$ In particular, various forms of hard non-convex particles can be synthesized by now which are governed by excluded-volume interaction. The non-convex shape gives rise to non-trivial close-packed structures and also affects the dynamics in concentrated suspensions. One of the simplest non-convex shapes is a hard dumbbell, which has been synthesized ${ }^{6-8}$ and was studied quite a lot theoretically. ${ }^{9-14}$ More pronounced nonconvexity is realized for colloidal bowls which may penetrate and get stacked. ${ }^{15}$ While these are still rotational symmetric shapes, more complex non-convex particles with no rotational symmetry have been considered including bent rods such as banana-shaped ${ }^{16,17}$ and boomerang-shaped ${ }^{18-20}$ particles up to closed rings or tori. ${ }^{21,22}$ Ring-like particles can get completely entangled with important consequence for their dynamics and rheological properties.

In this paper we consider colloidal particles with a horseshoe-like shape which we will refer to as C-particles. These particles are neither rotational symmetric nor convex and play an important role of linking continuously between slightly bent banana-shapes and full tori. The simplest form of a C-shape is a circular part where a segment characterized by an opening angle $\alpha$ is cut out from a full circle. If $\alpha$ vanishes, a ring-like particle results, while for $\alpha$ close to $2 \pi$ we end up with only slightly bent rods. Therefore, C-particles constitute important interpolating shapes between rods and rings which can show significant, but not perfect entanglement. It is important to note that C-shape colloids

[^0]can be nowadays fabricated at wish ${ }^{23,24}$ such that our model is realized.

Here, we explore the structural and dynamical behavior of concentrated colloidal suspensions in three spatial dimensions made up by C-shape particles by using Brownian dynamics computer simulations and theory. In particular, we focus on the entanglement process between nearby particles for almost closed C-shapes with a small opening angle $\alpha$. By a suitable definition of entanglement, we associate entangled clusters in the suspension and explore their percolation properties. ${ }^{25}$ Connectivity properties have been studied a lot recently by using concepts of percolation theory, in particular, in suspensions of rod-like particles with sticky interactions, ${ }^{26-33}$ but have never systematically been applied to entangled particles. Depending on the opening angle and the particle concentration, we find a percolation transition for the cluster of entangled particles and identify the percolation threshold. In a broad density range below the percolation threshold, we find a stretched exponential function $\propto \exp \left(-\sqrt{t / t_{0}}\right)$ for the dynamical decorrelation of the entanglement process between a particle pair where $t_{0}$ is a characteristic time scale for disentanglement. This is similar in spirit, but different in detail due to the fluctuations in shape for ring polymers, to the disentanglement of ring polymers in three dimensions, ${ }^{34-37}$ see also Ref. 38.

Finally we study a setup typical in microrheology by dragging a single tagged particles with constant speed through the suspension. We measure the cluster connected to and dragged with this tagged particle. The size of the dragged cluster depends on the dragging direction and increases markedly with the dragging speed. This is due to a dynamical sweeping-up effect mediated by entanglement. All our predictions can be verified in real-space experiments on colloids by tracking positions and orientations of anisotropic particles. ${ }^{39}$

This paper is organized as follows: the model is described in Sec. II. Equilibrium properties are discussed in Sec. III including both percolation aspects and the dynamics of disentanglement. Sec. IV is devoted to the non-equilibrium dragging setup and we conclude in Sec. V.

## II. MODEL AND METHODS

## A. Particle model

Let us first define our model for C-particles in three dimensions. Ideally we consider a C-particle as composed of $N_{b}$ spherical hard core beads of radius $R_{b}$, as shown in Fig. 1(a). In detail, we start from a full circle (dashed line in Fig. 1(a)) and place in total $N_{b}+N_{m}$ hard spherical beads along the circle such that they are touching. Then, $N_{m}$ "missing" beads are removed such that $N_{b}$ beads remain, which gives rise to the characteristic C -shape and introduces an opening angle

$$
\begin{equation*}
\alpha=2 \pi \frac{N_{m}}{N_{b}+N_{m}} . \tag{1}
\end{equation*}
$$

We refer to the plane containing all bead centers as the "symmetry plane" of the particle. The resulting radius of the C-particle (see Fig. 1(a)) is

$$
\begin{equation*}
R=\epsilon R_{b}, \tag{2}
\end{equation*}
$$

where the aspect ratio $\epsilon$ is given by

$$
\begin{equation*}
\epsilon=\frac{R}{R_{b}}=\sqrt{\frac{2}{1-\cos \left(\frac{2 \pi}{N_{b}+N_{m}}\right)}} . \tag{3}
\end{equation*}
$$

In three dimensions, a single C-particle has a physical volume of

$$
\begin{equation*}
V_{C}=\frac{4 \pi}{3} R_{b}^{3} N_{b} \tag{4}
\end{equation*}
$$

and its configuration is fully specified by its central position $\boldsymbol{r}$ and a set of three angles $\boldsymbol{\varpi}$ describing its orientation in space. ${ }^{5,40}$

We now consider a pair of two C-particles, see Fig. 2, which can be characterized by their central positions $\boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$


FIG. 1. (a) Sketch of a C-particle of effective radius $R$ as composed of $N_{b}=14$ hard beads of radius $R_{b}$. Since $N_{m}=2$ spheres are missing to cover the full circle (dashed line), there is a resulting opening angle $\alpha$. A projection onto the symmetry plane which contains the full circle is shown. (b) Softened Yukawa-segment interaction potential energy $V(x, y)$ as seen by a Yukawa bead of another particle, in the same symmetry plane as in (a) and for the same number of beads, with interaction parameters $\kappa R_{b}=5$ and $V_{0} / k_{B} T=1$.


FIG. 2. Sketch of two entangled C-particles in three dimensions.
and their orientations $\varpi_{1}$ and $\varpi_{2}$. Their interaction is steric or of excluded volume-type, i.e., they are not allowed to overlap. As characteristic for athermal hard-core particles, we assign a vanishing potential energy for a non-overlapping pair and a potential energy of infinity for an overlapping pair, the pair potential is

$$
V\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}, \varpi_{1}, \varpi_{2}\right)= \begin{cases}\infty, & \text { if there is overlap }  \tag{5}\\ 0, & \text { elsewise }\end{cases}
$$

The following criterion for entanglement of a particle pair is adopted: for a given configuration of two C-particles, their missing spherical beads are formally inserted, i.e., the C-particle is closed to a full ring such that the opening angle would be vanishing. Then there are three possibilities; (i) the two rings can be moved continuously away from each other without crossing any energetic barrier, we refer to this as a disentangled pair, (ii) the two rings are topologically internested, (iii) the two rings physically overlap. By definition, we call configurations entangled if they are not disentangled, i.e., if they belong to either case (ii) or (iii).

As a first immediate result, we address the excluded volume $V_{e x}$ of two hard C-particles. This quantity measures the degree of steric interactions as embodied in the second virial coefficient and is essential, e.g., in Onsager's theory of the isotropic-nematic transition. ${ }^{41,42}$ The excluded volume $V_{e x}$ can be defined as

$$
\begin{equation*}
V_{e x}=\int \mathrm{d} \boldsymbol{r}\left\langle 1-\exp \left(-V\left(\boldsymbol{r}, \varpi_{1}, \boldsymbol{\varpi}_{2}\right)\right)\right\rangle_{\boldsymbol{\varpi}_{2}} \tag{6}
\end{equation*}
$$

where the orientational average is given by

$$
\begin{equation*}
\langle A\rangle_{\varpi_{2}}=\frac{1}{8 \pi^{2}} \int_{0}^{2 \pi} \mathrm{~d} \chi_{2} \int_{0}^{\pi} \mathrm{d} \theta_{2} \sin \theta_{2} \int_{0}^{2 \pi} \mathrm{~d} \phi_{2} A, \tag{7}
\end{equation*}
$$

when $\varpi_{2}=\left(\phi_{2}, \theta_{2}, \chi_{2}\right)$ is chosen to represent the Euler angles describing the orientation of a rigid particle with non-symmetric shape. ${ }^{40}$ By global rotational symmetry, the definition of $V_{e x}$ in Eq. (6) does not depend on $\varpi_{1}$. We have calculated the excluded volume for different C -shapes using standard Monte-Carlo simulation. ${ }^{43}$ Results for $V_{e x}$ for different particle shapes are presented in Fig. 3 as a function of the contour length

$$
\begin{equation*}
L=2 \pi R\left(1-\frac{\alpha}{2 \pi}\right) \tag{8}
\end{equation*}
$$



FIG. 3. The excluded volume of different objects as a function of the contour length. For closed rings (green line), entangled states were not accounted for, such that $V_{e x}$ behaves approximately as for hard platelets of the same radius (dashed black line). Hard C-particles (here $\alpha=\pi / 5$, orange triangles) have approximately the same excluded volume as hard cylindrical rods of the same length (solid black line).
and compared to the straight rod case where ${ }^{44}$

$$
\begin{equation*}
\left\langle V_{e x}\right\rangle \approx \pi R_{b} L^{2} . \tag{9}
\end{equation*}
$$

As can be deduced from Fig. 3, the excluded volume $V_{e x}$ of C-particles basically follows that of rods of the same contour length. This is qualitatively different if one excludes entangled configurations, as exemplified for closed rings for which we have calculated $V_{e x}$ without accounting for entangled configurations, see Fig. 3. In fact, for $\epsilon \gg 1$, the scaling of $V_{e x}$ in this case is with $L^{3}$, similar to that of thin platelets, also shown for comparison in Fig. 3, where $V_{e x}=\pi^{2} R_{p}^{3}$ with $R_{p}=R$.

Since hard objects are more difficult to simulate within Brownian dynamics simulations, ${ }^{45-49}$ we softened the interaction between two beads and treat them as harsh Yukawa beads. This has been successfully done for rod-like particles under various conditions. ${ }^{50,51}$ We treat the bead-bead pair interactions $V_{b b}(r)$ as

$$
\begin{equation*}
V_{b b}(r)=V_{0} \frac{2 R_{b}}{r} \exp \left(-\kappa\left(r-2 R_{b}\right)\right) \tag{10}
\end{equation*}
$$

where the parameters were chosen to be $V_{0}=V_{b b}\left(r=2 R_{b}\right)$ $=k_{\mathrm{B}} T$ and $\kappa R_{b}=5$ throughout the simulations. The Yukawapotential is truncated at $3 R_{b}$. The corresponding potential energy landscape felt by a single segment in the neighborhood of a fixed C-particle is shown in Fig. 1(b). The energy quickly increases as the segment approaches the real particle shape such that a mutual crossing in the dynamics is never observed in practice.

## B. Brownian dynamics simulation

The motion of colloidal C-particles is governed by completely overdamped Brownian dynamics with thermal noise arising from the solvent. We neglect hydrodynamic interactions between particles but account for the anisotropic shape of the particles by using an anisotropic mobility tensor. Generally, the diffusion tensor of a particle is given by ${ }^{52-54}$

$$
\begin{equation*}
\boldsymbol{D}=k_{\mathrm{B}} T \boldsymbol{H}^{-1} \tag{11}
\end{equation*}
$$

where $\boldsymbol{H}$ is the grand resistance matrix, which, at low Reynolds number, connects forces and torques acting on particle $i$ to its translational and angular velocity. Here, $k_{\mathrm{B}} T$ is the thermal energy. The diffusion tensor can be written as

$$
\boldsymbol{D}=\left(\begin{array}{ll}
\boldsymbol{D}_{t} & \boldsymbol{D}_{c}^{t}  \tag{12}\\
\boldsymbol{D}_{c} & \boldsymbol{D}_{r}
\end{array}\right)
$$

with the pure translational and rotational submatrices $\boldsymbol{D}_{t}$ and $\boldsymbol{D}_{r}$, and $\boldsymbol{D}_{c}$ coupling translational and rotational motion. ${ }^{52}$

Hydrodynamically, the C-particles are approximated as oblate ellipsoids of revolution with major semi-axes of length $R+R_{b}$ and a minor semi-axis of length $R_{b}$ so that the diffusion tensor reduces to

$$
\boldsymbol{D}=\left(\begin{array}{cc}
\boldsymbol{D}_{t} & 0  \tag{13}\\
0 & \boldsymbol{D}_{r}
\end{array}\right)
$$

with the analytically known ${ }^{55-57}$ matrices given in Appendix A, which are diagonal in the body frame of the particle. We remark that more sophisticated calculations could be done to match the actual friction coefficients for C -particles better,,${ }^{39,58}$ but we do not expect big changes on the disentangle behavior.

This way, rotational and translational motion decouple ${ }^{52}$ and the equations of motion are

$$
\begin{equation*}
\dot{\boldsymbol{r}}_{i}=\beta \boldsymbol{R}_{i} \cdot \boldsymbol{D}_{t} \cdot\left(\boldsymbol{F}_{i}^{\prime}+\boldsymbol{\xi}_{i}^{\prime}\right) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{i}=\beta \boldsymbol{R}_{i} \cdot \boldsymbol{D}_{r} \cdot\left(\boldsymbol{T}_{i}^{\prime}+\zeta_{i}^{\prime}\right) \tag{15}
\end{equation*}
$$

where $\beta=\left(k_{\mathrm{B}} T\right)^{-1}, \boldsymbol{r}_{i}$ is the center of mass of particle $i, \omega_{i}$ its angular velocity, and $\boldsymbol{R}_{i}$ the rotation matrix describing the transformation from the body to the laboratory frame. This matrix clearly depends on the orientation $\varpi_{i}$ of particle $i$, i.e., $\boldsymbol{R}_{i} \equiv \boldsymbol{R}\left(\varpi_{i}\right)$. Therefore, multiplication with $\boldsymbol{R}_{i}$ transforms a body frame vector to the laboratory frame, while its inverse does the reverse transformation, e.g., $\boldsymbol{F}_{i}=\boldsymbol{R}_{i} \cdot \boldsymbol{F}_{i}^{\prime}$ and $\boldsymbol{F}_{i}^{\prime}=\boldsymbol{R}_{i}^{-1} \cdot \boldsymbol{F}_{i}$. Here, primed vectors belong to the body frame, and vectors without a prime symbol to the laboratory frame.

Moreover, the interaction force $\boldsymbol{F}_{i}$ on particle $i$ due to the other particles is given by

$$
\begin{equation*}
\boldsymbol{F}_{i}=\sum_{b \in i} \boldsymbol{F}_{b}^{(i)} \tag{16}
\end{equation*}
$$

where $\boldsymbol{F}_{b}^{(i)}$ is the force on bead $b$ of particle $i$ due to the Yukawa-interaction with all other particles' beads and the sum is over all beads $b$ of particle $i$. The corresponding torque $\boldsymbol{T}_{i}$ is determined by

$$
\begin{equation*}
\boldsymbol{T}_{i}=\sum_{b \in i}\left(\boldsymbol{r}_{b}^{(i)}-\boldsymbol{r}_{i}\right) \times \boldsymbol{F}_{b}^{(i)} \tag{17}
\end{equation*}
$$

where $\boldsymbol{r}_{b}^{(i)}$ denotes the bead center. The stochastic Brownian force $\xi_{i}$ is Gaussian-distributed with zero mean and second moment

$$
\begin{equation*}
\left\langle\xi_{i \alpha}^{\prime}(t) \xi_{j \beta}^{\prime}\left(t^{\prime}\right)\right\rangle=k_{\mathrm{B}} T H_{\alpha \alpha} \delta_{i j} \delta_{\alpha \beta} \delta\left(t-t^{\prime}\right) \tag{18}
\end{equation*}
$$

in the body frame, where the axes are the principal axes of the particle, with $\alpha$ and $\beta$ denoting Cartesian components.

In close analogy, the Gaussian Brownian torque $\zeta_{i}$ has zero mean and second moment

$$
\begin{equation*}
\left\langle\zeta_{i \alpha}^{\prime}(t) \zeta_{j \beta}^{\prime}\left(t^{\prime}\right)\right\rangle=k_{\mathrm{B}} T H_{(\alpha+3)(\alpha+3)} \delta_{i j} \delta_{\alpha \beta} \delta\left(t-t^{\prime}\right) \tag{19}
\end{equation*}
$$

in the body frame.
Eqs. (14) and (15) are numerically solved using the standard Euler-forward scheme for stochastic differential equations ${ }^{59}$

$$
\begin{equation*}
\boldsymbol{r}_{i}(t+\Delta t)-\boldsymbol{r}_{i}(t)=\boldsymbol{R}_{i}(t) \cdot\left(\beta \Delta t \boldsymbol{D}_{t} \cdot \boldsymbol{F}_{i}^{\prime}(t)+\boldsymbol{\sigma}_{i}^{\prime}\right) \tag{20}
\end{equation*}
$$

and (going into the body frame)

$$
\begin{equation*}
\boldsymbol{\omega}_{i}^{\prime}(t) \Delta t=\beta \Delta t \boldsymbol{D}_{r} \cdot \boldsymbol{T}_{i}^{\prime}(t)+\boldsymbol{\psi}_{i}^{\prime} \tag{21}
\end{equation*}
$$

with time step $\Delta t$. Here, the Brownian forces $\xi_{i}$ and torques $\zeta_{i}$ have been integrated over time and thus replaced by Brownian translational and rotational moves, $\sigma_{i}$ and $\psi_{i}$, which are again Gaussian with zero mean and second moment

$$
\begin{equation*}
\left\langle\sigma_{i \alpha}^{\prime} \sigma_{i \beta}^{\prime}\right\rangle=2 \delta_{\alpha \beta} D_{t, \alpha \alpha} \Delta t \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\psi_{i \alpha}^{\prime} \psi_{i \beta}^{\prime}\right\rangle=2 \delta_{\alpha \beta} D_{r, \alpha \alpha} \Delta t, \tag{23}
\end{equation*}
$$

respectively. Moreover, we used Beard and Schlick's method for bias-free rotational moves. ${ }^{60}$


FIG. 4. Simulation snapshots of a system with $N=1000$ particles and shape parameters $\epsilon=6.37$ and $\alpha=\pi / 5$ below the percolation threshold at density $n R^{3}=0.274$ (a) and percolated at density $n R^{3}=0.342$ (b). Particles belonging to the same cluster are shown in the same color. Particles with no entanglement are colored gray, the giant component in (b) is colored yellow.

In the simulation, coupled equations of motion (14) and (15) for $N$ C-particles are solved. The time step was made adaptive to limit particle displacement in one single time step to below $0.05 R_{b}$, with a maximal time step $\Delta t \leq 10^{-4} \tau_{\mathrm{B}}$, where the Brownian time is defined as

$$
\begin{equation*}
\tau_{\mathrm{B}}=R_{b}^{2} / D_{11} . \tag{24}
\end{equation*}
$$

The orientations of the particles were stored as quaternions, from which the corresponding rotation matrices $\boldsymbol{R}_{i}$ were computed and which allowed for fast updates of the orientation.

When not noted otherwise, our results stem from simulations of $N=1000$ particles with an aspect ratio $\epsilon<10$, see typical system snapshots in Fig. 4. We started with random orientations on equally distributed grid points and then relaxed the system for a time $10 \tau_{\mathrm{B}}$, and gathered statistics until $40 \tau_{\mathrm{B}}$. The cubic system was treated with periodic boundary conditions in all three directions, where the box length $\ell$ is determined by the prescribed volume fraction

$$
\begin{equation*}
\Phi=N V_{C} / \ell^{3} \tag{25}
\end{equation*}
$$

of the C-particles. The entanglement criterion as developed earlier was numerically implemented with a piercing technique outlined in Appendix B. For non-vanishing opening angles, $\alpha$, it was carefully checked that the equilibrated system does not exhibit spontaneous nematic ordering but stays orientationally disordered.

## III. C-PARTICLES IN EQUILIBRIUM

## A. Number of entanglements and percolation

We have calculated the number of entangled pairs per particle, $N_{e p} / N$, using the entanglement criterion introduced above. The data in Fig. 5 are shown as a function of $n R^{3}$ since this is the natural representation for infinitely thin C-particles, i.e., if the size ratio $\epsilon \rightarrow \infty$, so that the particles radius $R$ is the only length scale left. The double-logarithmic plot reveals that the number of entanglements scales as $n R^{3}$ for high densities. For intermediate densities, we find a long crossover which looks to scale as $n^{4 / 3} R^{4}$ for one to two decades of $n R^{3}$. The high-density linear scaling can be qualitatively explained with the following argument: Entanglement of one particle can only occur with other particles in a volume $\propto R^{3}$ around the particle. Since the physical volume is full of particles at high densities, the probability for such particles scales as $n R^{3}$ in this case. Whether the behavior for intermediate density is a real scaling or just a crossover is an interesting question which we leave for future studies.

We assign two particles to be in the same entanglement cluster if there is a chain of entangled particles connecting them. This criterion is symmetric, transitive, and by definition reflexive. Thus, a well-defined sorting of particles is established that divides the system into a discrete set of clusters. As for an example, see the simulation snapshots in Fig. 4 where different clusters are shown in different colors. Near the system percolation transition, the biggest cluster of the system involves a finite fraction $N_{b c} / N$ of particles in the


FIG. 5. The number of entangled pairs per particle as a function of $n R^{3}$ for fixed opening angle $\alpha=\pi / 5$. Apart from very low densities, the graphs collapse. The inset shows that the scaling becomes linear for high densities.
thermodynamic limit $N \rightarrow \infty$. Data for the biggest cluster are presented in Fig. 6 as a function of the volume fraction $\Phi$ (a) and as a function of the reduced density $n R^{3}$ (b). For aspect ratios $\epsilon \gg 1$, i.e., for slender C-particles, there should only be a dependence on the opening angle $\alpha$. Indeed, Fig. 6(b) shows that there is a good scaling on a single Master curve and that both dependencies on $\epsilon$ and $\alpha$ are weak. There is a sharp jump from almost vanishing values for $N_{b c} / N$ towards a finite value at about $n R^{3} \approx 0.31$ for all $\epsilon$ and $\alpha$ which reveals that there is a percolation transition in the system.

Figs. 7 and 8 demonstrate that standard percolation theory ${ }^{62-64}$ applies for this transition. The theory predicts that there is a critical percolation point characterized by universal critical exponents where the biggest cluster fraction is getting non-zero in the thermodynamic limit.

We have checked that two general properties of classical percolation do also apply for our system. First, we have plotted the cluster size distribution function $f(s)$ with $s$ denoting a size of an entangled cluster in Fig. 7. Below the critical point, the distribution of cluster sizes should follow the law

$$
\begin{equation*}
f(s) \propto s^{-\tau} \exp \left(-\frac{s}{s_{\mathrm{co}}}\right), \tag{26}
\end{equation*}
$$

with the Fisher exponent $\tau=2.189(2)$ for undirected percolation in three spatial dimensions. ${ }^{61}$ At the critical point, the cut-off size $s_{\text {co }}$ diverges and $f(s)$ follows a power law with universal exponent $\tau=-2.189(2),{ }^{61}$ shown as a reference line
in Fig. 7. Above the critical point, an exponential decay is not only seen again but also a peak at large $s$ exists, the so-called giant component. This is indeed confirmed by the data shown in Fig. 7.

Second, we have checked finite system size corrections near the percolation transition. Classical percolation theory ${ }^{62}$ predicts that $N_{b c}$ behaves as $\propto \log N$ below the percolation transition, $\propto N^{2 / 3}$ at the percolation transition and $\propto N$ above the percolation transitions. The data shown in Fig. 8 indeed confirm these three predictions.

## B. Long-time diffusion and dynamics of disentanglement

We now address the long-time dynamics as embodied in the mean-square displacement of the center-of-mass coordinate defined as

$$
\begin{equation*}
\Delta(t)=\left\langle\left(\boldsymbol{r}_{i}(t)-\boldsymbol{r}_{i}(0)\right)^{2}\right\rangle \tag{27}
\end{equation*}
$$

For short times, the Brownian dynamics is diffusive by construction and the orientationally averaged short-time diffusion constant can be extracted as

$$
\begin{equation*}
D_{S}=\lim _{t \rightarrow 0} \Delta(t) / 6 t \tag{28}
\end{equation*}
$$

For long times $t \rightarrow \infty$, the mean-square displacement $\Delta(t)$ is again diffusive, such that we define as usual a long-time self-diffusion coefficient

$$
\begin{equation*}
D_{L}=\lim _{t \rightarrow \infty} \Delta(t) / 6 t . \tag{29}
\end{equation*}
$$

In general, at finite density, $D_{L}$ is smaller than its short-time counterpart $D_{S}$ as the dynamics is hindered by the presence of neighboring C-particles and $D_{L}$ decreases with increasing density. Numerically, we extract $D_{L}$ from our simulation data for the mean-square displacement in a finite time window by extrapolating the relaxation in $\Delta(t)$ towards long-time diffusion algebraically ${ }^{65}$ as

$$
\begin{equation*}
\Delta(t)=6 D_{L} t+\frac{A t}{\tau_{0}+t} \tag{30}
\end{equation*}
$$

where the amplitude $A$ and the time scale $\tau_{0}$ are fit parameters to the simulation data. Fig. 9 shows the density dependence of $D_{L} / D_{S}$. The inset reveals that a simple exponential


FIG. 6. The fraction of particles in the biggest cluster as a function of the volume fraction occupied by C-particles (a) and as a function of the number density times the particle radius cubed (b), for different aspect ratios as given in the legend. When the particles radius is increased, the critical volume fraction decreases. All simulations in these plots contained $N=1000$ particles.


FIG. 7. Distribution of cluster sizes for particles with aspect ratio $\epsilon=5.41$ for different reduced densities $n R^{3}$. The data were obtained for a large system with $N=8000$ C-particles. At the critical density, the distribution follows a power law with universal exponent $\tau=-2.189(2) .{ }^{61}$ The corresponding slope is indicated by the solid line. Below the percolation threshold, the distribution is exponentially cut-off; above, there is a peak at large sizes, representing the giant component.
dependence on density rescaled with $R^{2} R_{b}$ such that

$$
\begin{equation*}
D_{L} / D_{S}=\exp \left(-\lambda n R^{2} R_{b}\right) \tag{31}
\end{equation*}
$$

is a good fit for the long-time self-diffusion coefficient over several decades, at least for parameter combinations considered here. This is interesting as convex Brownian hard spheres ${ }^{66,67}$ and hard spherocylinders ${ }^{46}$ exhibit an almost linear dependence of $D_{L} / D_{S}$ on density up to the freezing density. Here, non-convexity and the resulting entanglements slow down the dynamics more drastically, being close to glass formation. In fact, in binary hard sphere mixtures ${ }^{68,69}$ also an exponential increase of the characteristic relaxation time in the density was found for densities not too close to the glass transition. This corresponds to an exponential decrease of $D_{L}$ as one can extract a typical relaxation time $\tau_{L}$ as

$$
\begin{equation*}
\tau_{L}=R^{2} / D_{L} \tag{32}
\end{equation*}
$$

which is the characteristic time to diffuse over the size of a C-particle.


FIG. 8. Finite-size scaling of the biggest cluster size $N_{b c}$, normalized with its value for a system size of $N=1000$, with respect to the system size $N$ : unpercolated $(\propto \log N)$, critical $\left(\propto N^{2 / 3}\right)$, and percolated $(\propto N)$ systems. ${ }^{62}$ The lines give the expected system size behaviors. The system parameters are $\epsilon=5.41$ and $\alpha=0.74$. The percolation transition occurs at $n R^{3} \approx 0.31$.


FIG. 9. The long-time diffusion constant $D_{L}$ decreases exponentially with increasing density. Larger C-particles feature a stronger decrease. The inset shows that data collapse for $\log _{10}\left(D_{L} / D_{S}\right)$ as a function of $n R^{2} R_{b}$.

We grouped particles with respect to how many entanglements they have on average during the whole simulation length, and then looked at the mean-squared displacements in these groups. For unpercolated systems, we find that the more entanglements a particle has, the more slowly it diffuses. When the system is fully percolated ( $N_{b c} \approx N$ ), there is no more any difference and all particles diffuse with the same constant. This indicates that not only the number of entanglements pins down C-particles and thus hinders diffusion but also the connectivity is a further obstacle for diffusion.

We now define a dynamical autocorrelation function describing the disentanglement process. First, we define the observable

$$
p(i, j ; t)= \begin{cases}1, & \text { if }(i, j) \text { are entangled at time } t  \tag{33}\\ 0, & \text { elsewise }\end{cases}
$$

as an entanglement order parameter and consider its time autocorrelation function, given by

$$
\begin{equation*}
P_{p}(t)=\frac{\left\langle p\left(i, j ; t_{0}+t\right) p\left(i, j ; t_{0}\right)\right\rangle}{\left\langle p\left(i, j ; t_{0}\right) p\left(i, j ; t_{0}\right)\right\rangle} \tag{34}
\end{equation*}
$$

where the brackets denote averages over particle pairs $(i, j)$ and initial times $t_{0}$. Here, the term in the denominator can be further simplified, since $p^{2}(i, j ; t)=p(i, j ; t)$. Thereby, $P_{p}(t=0)=1$ is normalized at zero time. Conversely, for long times, the entanglement order parameters are statistically independent such that

$$
\begin{align*}
\lim _{t \rightarrow \infty} P_{p}(t) & =\frac{\left\langle p\left(i, j ; t_{0}+t\right)\right\rangle\left\langle p\left(i, j ; t_{0}\right)\right\rangle}{\left\langle p\left(i, j ; t_{0}\right)\right\rangle} \\
& =\left\langle p\left(i, j ; t_{0}\right)\right\rangle \\
& =\frac{2 N_{e p}}{N(N-1)} \tag{35}
\end{align*}
$$

As $N_{e p} \propto N$, the long-time limit of $P_{p}(t)$ vanishes in the thermodynamic limit.

Fig. 10(a) shows data for the entanglement autocorrelation function $P_{p}(t)$ on a linear scale which exhibit a decay that is significantly slowed down for increasing densities. In fact, a semi-logarithmic plot (see Figs. 10(b) and 10(c)) shows


FIG. 10. (a) The entanglement correlation function for C-particles with aspect ratio $\epsilon=5.41$ and opening angle $\alpha=0.74$ for different densities $n$ as a function of time. ((b) and (c)) The logarithm of the entanglement correlation function as a function of the time (b) and as function of the square root of time (c), for the same data as (a). For low densities, there is a simple exponential decay (straight lines in (b)), for higher densities and long times a stretched exponential with exponent $\beta=1 / 2$ is found (straight lines in (c)).
that either a normal exponential or a stretched exponential decay in time occurs. The former occurs for small densities as expected, the latter happens for densities which are below but not too close to the percolation threshold. Here, the stretched exponential form

$$
\begin{equation*}
P_{p}(t)=\exp \left(-\left(t / \tau_{p}\right)^{\beta}\right) \tag{36}
\end{equation*}
$$

is a good fit to the data which contains the time scale $\tau_{p}$ as a typical relaxation time of the disentanglement process. As Fig. 10(c) shows, the value for the exponent $\beta$ is close to $1 / 2$. A similar stretched exponential relaxation scenario is obtained in the context of glass formation where it is better known as a Kohlrausch-Williams-Watt law and results from cage relaxation. Computer simulations ${ }^{70,71}$ as well as experiments and mode-coupling theory ${ }^{72}$ give indications that the exponent $\beta=1 / 2$ can be realized in the context of glasses as well.

In fact, the typical relaxation time $\tau_{p}$, defined via $P_{p}\left(\tau_{p}\right)=0.1$, is closely correlated to $\tau_{L}$ which sets the time for long-time self-diffusion. This is documented in Fig. 11, where we plot both time scales as a function of the density in the main plot and $\tau_{p}$ as a function of $\tau_{L}$ in the inset.

At this stage, we remark that the threading of ringpolymers is an analogue to the entanglement of C-particles. These threadings, i.e., one ring penetrating another one, and


FIG. 11. Disentanglement time scale $\tau_{p}$ and long-time diffusional time scale $\tau_{L}$ as functions of the density for C-particles with aspect ratio $\epsilon=5.41$ and opening angle $\alpha=0.74$. The inset shows the proportionality between the two time scales, using the same data as the main plot.
their influence on the dynamics of a ring-polymer system were explored by simulation in a recent series of papers. ${ }^{34-36}$ Indeed, a significant slow-down of heavily threaded systems and a stretched exponential decay in the time-correlation function of an observable measuring contiguity, i.e., closeness, of two ring-polymers were found where the exponent approaches $\beta=1 / 2$ for sufficiently large rings. ${ }^{36}$ Therefore, regarding C-particles and their entanglement as a "topologically driven glass" as introduced in Refs. 34-36 looks to have merit and might be a fruitful subject for future examinations.

## IV. MICRORHEOLOGY OF C-PARTICLE SUSPENSIONS

We now address a non-equilibrium aspect of C-particles which is closely connected to entanglement. A single "tagged" particle is dragged with prescribed velocity $v$, constituting a setup of constant-velocity microrheology. ${ }^{73}$

## A. Simulation scheme

In our constant-velocity microrheology ${ }^{73}$ simulations, we suspend the Brownian dynamics move scheme for one "tagged" particle. Instead, its center-of-mass coordinate is moved each time step by $v \Delta t \hat{\boldsymbol{u}}$, where $\hat{\boldsymbol{u}}$ is a constant unit vector giving the drag direction, $v$ is the dragging speed, and the particle's orientation is kept fixed.

First, we consider a situation in which the particle is dragged towards the opening of the C, see Fig. 12(a). As a second case, the probing particle is pulled in exactly the opposite direction. The former favors absorbing new particles into the pulled cluster, while the latter leads to particles slipping off the tagged particle's cluster. The simulations were started from equilibrated starting positions. The data were then averaged over 15 different runs each lasting $100 \tau_{\mathrm{B}}$.

## B. Forward drag

Here, the dragging direction $\hat{\boldsymbol{u}}$ shows from the particle's center towards the opening of the ring, see Fig. 12(a). During the run, the force on the dragged particle, $\boldsymbol{F}_{p}$, was recorded.
a)

b)

c)


FIG. 12. (a) Forward drag scenario, (b) pulled cluster size as determined structurally and via friction, (c) distribution function of the pulled cluster size measured structurally and via friction, for the same data as (b).

While it has no effect on the particle's velocity in our setup, it would have to be compensated in an experimental situation to achieve this constant speed. Therefore it may also serve to define a frictional cluster size $N_{c}^{\text {fric }}$ as follows. We average the projection of this force onto the drag direction, $\left\langle\boldsymbol{F}_{p} \cdot \hat{\boldsymbol{u}}\right\rangle$, and postulate that this is equal to the hydrodynamic drag force of $N_{c}^{\text {fric }}$ single uncorrelated particles, i.e., we define $N_{c}^{\text {fric }}$ via the relation

$$
\begin{equation*}
-\left\langle\boldsymbol{F}_{p} \cdot \hat{\boldsymbol{u}}\right\rangle=N_{\mathrm{c}}^{\mathrm{fric}} H_{\hat{\boldsymbol{u}}} v, \tag{37}
\end{equation*}
$$

with $H_{\hat{u}}$ being the friction coefficient along the $\hat{\boldsymbol{u}}$-axis of the body frame of a single particle.

Simultaneously, we measured $N_{\mathrm{c}}$ using the structural entanglement cluster criterion as defined earlier. An example is presented in Fig. 12(b). The structurally defined cluster size has much higher fluctuations than the frictional one, as is documented also by the corresponding distribution function in the steady state, see Fig. 12(c), which is much sharper for $N_{c}^{\text {fric }}$ than for $N_{\mathrm{c}}$. The high overshoots in $N_{\mathrm{c}}$ correspond to situations where blocks of particles are just about to leave the cluster such that they are still counted structurally without having any contribution to the frictional force. Fig. 13(a) shows that the cluster attached to the tagged particle-as averaged over different initial conditions-grows with time but approaches a finite long-time limit indicative of a steady state.

We shall now model this dynamical process by using phenomenological arguments, following similar ideas as in earlier work. ${ }^{7-78}$ Basically, the cluster dynamics is fixed by
two processes, one leading to growth and the other to loss of cluster size. For the growth process we assume that the pulled C-particle collects all particles which it hits with its opening cross section of area $A_{c}=\alpha R R_{b}$. Per time unit it will cover a volume $A_{c} v$ such that on average $n A_{c} v$ particles per time unit will be swept up or gathered into the moving C-particle. Each of this particle is connected with other C-particles according to the equilibrium mean size $\langle s\rangle_{p}$ of entangled clusters. Hence, we obtain for the growth process the following rate of particle getting per time unit attached to the moving cluster

$$
\begin{equation*}
\dot{N}_{c}^{+}=n v\langle s\rangle_{p} A_{c} . \tag{38}
\end{equation*}
$$

Conversely, for the loss process, we assume that a particle only leaves the cluster when its opening shows in the direction of $\hat{\boldsymbol{u}}$. Assuming single particle rotational Brownian dynamics and an initial perpendicular configuration, the typical time to reach the opening scales with $\tau_{R}=(2 \pi-\alpha)^{2} / D_{66}$, where $D_{66}$ is the diffusion constant for rotations around the particle's normal vector $\hat{\boldsymbol{n}}$. When a particle strips away, it also removes all entangled particles behind it from the pulled cluster, leading to a proportionality on $\langle s\rangle_{p}$ for the loss rate. As the loss process can result from any individual particle in the cluster, there is an additional proportionality to the actual cluster size $N_{\mathrm{c}}$ such that we get the total loss rate

$$
\begin{equation*}
\dot{N}_{\mathrm{c}}^{-} \propto\langle s\rangle_{p} N_{c} / \tau_{r} . \tag{39}
\end{equation*}
$$

Combining the two equations, we obtain

$$
\begin{equation*}
\dot{N}_{\mathrm{c}}=\dot{N}_{\mathrm{c}}^{+}+\dot{N}_{\mathrm{c}}^{-}=n v\langle s\rangle_{p} A_{c}-C_{l}\langle s\rangle_{p} D_{66} N_{c}, \tag{40}
\end{equation*}
$$



FIG. 13. (a) The time evolution of the pulled cluster size for different drag speeds, all starting from the same equilibrium state, each averaged over 15 runs. ((b), (c)) The mean steady-state size of the pulled cluster, when varying the Péclet number (b) and the density $n R^{3}$ (c), measured structurally and via friction.


FIG. 14. Distribution function $f\left(N_{c}\right)$ of the pulled cluster size, measured structurally by the entanglement cluster criterion. The inset shows the backward drag situation schematically.
where $C_{l}$ is a numerical constant. With $D_{66} \approx D_{11} R^{-2}$ (see Appendix A) and $A_{c} \propto R_{b} R$, we arrive at

$$
\begin{equation*}
\dot{N}_{\mathrm{c}}=C_{g} n v\langle s\rangle_{p} R R_{b}-C_{l}\langle s\rangle_{p} D_{11} R^{-2} N_{c} \tag{41}
\end{equation*}
$$

where $C_{g}$ is another numerical constant. Solving this ordinary differential equation with the initial condition $N_{c}(t=0)=\langle s\rangle_{p}$ gives

$$
\begin{equation*}
N_{c}(t)=\langle s\rangle_{p} \exp \left(-\frac{t}{\tau_{\mathrm{gr}}}\right)+N_{\infty}\left(1-\exp \left(-\frac{t}{\tau_{\mathrm{gr}}}\right)\right) \tag{42}
\end{equation*}
$$

with the growth time

$$
\begin{equation*}
\tau_{\mathrm{gr}}=\frac{R^{2}}{C_{l}\langle s\rangle_{p} D_{11}} \tag{43}
\end{equation*}
$$

and the steady-state size of the dragged cluster

$$
\begin{equation*}
N_{\infty}=\lim _{t \rightarrow \infty} N_{c}=\frac{C_{g}}{C_{l}} n R^{3} \mathrm{Pe} \tag{44}
\end{equation*}
$$

where we introduced the Péclet number

$$
\begin{equation*}
\mathrm{Pe}=v R_{b} / D_{11} \tag{45}
\end{equation*}
$$

Two scaling predictions of our theory are tested in Fig. 13. In Fig. 13(b), simulation data for the steady-state cluster size $N_{\infty}$ are shown versus Péclet number Pe for fixed density and there is indeed linear scaling of $N_{\infty}$ versus Pe over a broad range of Péclet numbers as predicted by the theory. It is only for high Péclet numbers that deviations from the linear dependence point to the relevance of steric exclusion effects inside the dragged C-particle. Similarly, $N_{\infty}$ scales roughly linearly in density $n R^{3}$ for fixed Péclet number Pe, see Fig. 13(c), thereby confirming the theoretical scaling prediction.

## C. Backward drag

Let us finally consider dragging a particle away from its opening, where we expect a shrinkage of the dragged cluster. As shown in Fig. 14, the distribution of the pulled cluster size indeed indicates shrinking with increasing Péclet number. In fact, the pulled particle moves mostly alone, no entanglement persists for a longer time. Thus, $\left\langle N_{c}\right\rangle$ is getting smaller than its equilibrium counterpart $\langle s\rangle_{p}$. For extremely large Pe , the
mean increases again because the pulled particle encounters more particles which are then part of its cluster for a short time. Hence, interestingly there is a minimum of $\left\langle N_{c}\right\rangle$ as a function of Pe .

## V. CONCLUSIONS

In conclusion, we have explored the structure and dynamics of entangling colloidal horseshoe-like particles (referred to as C-particles) by using Brownian dynamics computer simulations. There is a percolation transition of mutually entangled structures which shows a similar signature as percolation in other three-dimensional particulate systems. In the dense regime, the disentanglement dynamics was found to be governed by a stretched exponential demonstrating the dynamical arrest caused by entanglement. Finally, we have found a profound impact of the entangling process on the microrheological behavior where a single particle is dragged through the suspension carrying a whole wake of entangled particles which follow the dragged one. We have identified scaling laws describing this dragged-induced accumulation process.

Our results are in principle verifiable in colloidal suspensions of non-convex particles. Moreover, we expect that most of the qualitative features do also hold for granulates (such as paper-clips) under microgravity. ${ }^{79}$ Future work should address the entanglement dynamics in other systems involving particles with other non-convex shapes than considered here. This could maybe include L-particles with a sharp cusp ${ }^{80,81}$ and semiflexible curved polymers (see, e.g., Ref. 82). It would be interesting to check the universality of the disentanglement dynamics. The presence of a sharp cusp in the particle shape is expected to increase entanglement effects significantly. Further open problems concern the stability of crystals for horseshoe-like particles at high densities which may depend sensitively on the details of the shape, and the effect of attractive interactions which will favor stacked configurations. Finally, the limit for very small opening angles needs to be considered further, where the disentanglement dynamics is becoming extremely slow because of high energy barriers for crossing. At moderate densities, a glassy behavior is expected in this extreme limit, which should be explored systematically in the future.
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## APPENDIX A: DIFFUSION TENSOR OF AN ELLIPSOID OF REVOLUTION

The following diffusion coefficients for oblate ellipsoids of revolution ${ }^{55-57}$ were used:

$$
16 \pi \eta a \boldsymbol{D}_{t}=\left(\begin{array}{ccc}
\frac{\left(3 \xi^{2}-2\right) S-1}{\xi^{2}-1} & \cdot & .  \tag{A1}\\
\cdot & \frac{\left(3 \xi^{2}-2\right) S-1}{\xi^{2}-1} & \cdot \\
\cdot & \cdot & 2 \frac{\left(\xi^{2}-2\right) S+1}{\xi^{2}-1}
\end{array}\right)
$$

and

$$
\frac{16 \pi}{3} \eta a^{3} \boldsymbol{D}_{r}=\left(\begin{array}{ccc}
\frac{\left(\xi^{2}-2\right) S+1}{\xi^{4}-1} & \cdot & .  \tag{A2}\\
\cdot & \frac{\left(\xi^{2}-2\right) S+1}{\xi^{4}-1} & \cdot \\
\cdot & \cdot & \frac{S-\xi^{-2}}{\xi^{2}-1}
\end{array}\right)
$$

where $\xi=\left(R+R_{b}\right) / R_{b}=\epsilon+1$ is the ratio of the lengths of the long semi-axes and the short semi-axis, and

$$
\begin{equation*}
S=\frac{1}{\sqrt{\xi^{2}-1}} \arctan \left(\sqrt{\xi^{2}-1}\right) \tag{A3}
\end{equation*}
$$

Here, we used the right-handed coordinate system $(\hat{\boldsymbol{\ell}}, \hat{\boldsymbol{m}}, \hat{\boldsymbol{n}})$ where $\hat{\boldsymbol{n}}$ is perpendicular to the symmetry plane, $\hat{\boldsymbol{\ell}}$ is parallel to the line between the particle's center and the center of its opening, and $\hat{\boldsymbol{m}}=\hat{\boldsymbol{n}} \times \hat{\boldsymbol{\ell}}$.

## APPENDIX B: ENTANGLEMENT CRITERION

In the following, we present a simple criterion of entanglement, for which we just need the distance vector $\boldsymbol{r}_{i j}:=\boldsymbol{r}_{i}-\boldsymbol{r}_{j}$ between the centers of mass of two particles $i$ and $j$, and the unit vectors $\hat{\boldsymbol{n}}_{i}$ and $\hat{\boldsymbol{n}}_{j}$ normal to their symmetry planes, see Fig. 15 for an exemplary situation.

The geometrical idea from which we start is the following: Consider the two discs described by the beads of the particles. If there is an entanglement, the first disc's rim pierces the other disc in exactly one point, and vice versa. If they do not pierce or pierce in two points, there is no entanglement. Thus, the number of piercing points is crucial for entanglement.

All points common to both discs of the particles fulfill

$$
\begin{equation*}
\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right) \cdot \hat{\boldsymbol{n}}_{i}=0=\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right) \cdot \hat{\boldsymbol{n}}_{j} \tag{B1}
\end{equation*}
$$



FIG. 15. Vectors involved in the entanglement criterion. The green rectangle represents the ring of C-particle $j$ which is oriented perpendicular to C-particle $i$ here.

Thus, these points are described by $\boldsymbol{r}=\boldsymbol{r}_{i}+\boldsymbol{b}+\lambda \boldsymbol{k}$, where $\boldsymbol{k}=\hat{\boldsymbol{n}}_{i} \times \hat{\boldsymbol{n}}_{j}$ and $\boldsymbol{b}$ is a vector pointing from the center of mass of particle $i$ to the common line. It follows that

$$
\begin{equation*}
\boldsymbol{b} \cdot \hat{\boldsymbol{n}}_{i}=0=\left(\boldsymbol{b}+\boldsymbol{r}_{i j}\right) \cdot \hat{\boldsymbol{n}}_{j} \tag{B2}
\end{equation*}
$$

We further set

$$
\begin{equation*}
\boldsymbol{b} \cdot \boldsymbol{k}=0 \tag{B3}
\end{equation*}
$$

which simplifies Eq. (B7) and get

$$
\begin{equation*}
\boldsymbol{b}=\frac{\hat{\boldsymbol{n}}_{j} \cdot \boldsymbol{r}_{i j}}{k^{2}}\left[\left(\hat{\boldsymbol{n}}_{i} \cdot \hat{\boldsymbol{n}}_{j}\right) \hat{\boldsymbol{n}}_{i}-\hat{\boldsymbol{n}}_{j}\right] \tag{B4}
\end{equation*}
$$

For entangled $i$ and $j$, two points $\boldsymbol{r}_{1,2}$ are found which lie in both planes, i.e., $\boldsymbol{r}_{1,2}=\boldsymbol{r}_{i}+\boldsymbol{b}+\lambda_{1,2} \boldsymbol{k}$, and on the line of circle $i$, i.e.,

$$
\begin{equation*}
\left(\boldsymbol{r}_{1,2}-\boldsymbol{r}_{i}\right)^{2}=R^{2} \tag{B5}
\end{equation*}
$$

and of which one lies on disk $j$, while the other one does not, i.e.,

$$
\begin{align*}
& \left(\boldsymbol{r}_{1}-\boldsymbol{r}_{j}\right)^{2}>R^{2} \\
& \left(\boldsymbol{r}_{2}-\boldsymbol{r}_{j}\right)^{2}<R^{2} \tag{B6}
\end{align*}
$$

To check for entanglement, we thus look if such two points exist, i.e., if a pair of $\left(\lambda_{1}, \lambda_{2}\right)$ with these properties exists.

Combining the ansatz for $\boldsymbol{r}$ and Eqs. (B3) and (B5) leads to

$$
\begin{equation*}
R^{2}=\left(\boldsymbol{b}+\lambda_{1,2} \boldsymbol{k}\right)^{2}=b^{2}+\lambda_{1,2}^{2} k^{2} \tag{B7}
\end{equation*}
$$

which gives $\lambda_{1,2}= \pm \lambda$ with $k^{2} \lambda^{2}=\left(R^{2}-b^{2}\right)$. If $R^{2}<b^{2}$, there are no points fulfilling the given conditions.

Inserting

$$
\begin{align*}
\left(\boldsymbol{r}_{1,2}-\boldsymbol{r}_{j}\right)^{2} & =\left(\boldsymbol{b} \pm \lambda \boldsymbol{k}+\boldsymbol{r}_{i j}\right)^{2} \\
& =R^{2}+r_{i j}^{2} \pm 2 \lambda \boldsymbol{k} \cdot \boldsymbol{r}_{i j}+2 \boldsymbol{b} \cdot \boldsymbol{r}_{i j} \tag{B8}
\end{align*}
$$

into Eq. (B6) leads to

$$
\begin{align*}
& r_{i j}^{2}+2 \lambda \boldsymbol{k} \cdot \boldsymbol{r}_{i j}+2 \boldsymbol{b} \cdot \boldsymbol{r}_{i j}>0,  \tag{B9}\\
& r_{i j}^{2}-2 \lambda \boldsymbol{k} \cdot \boldsymbol{r}_{i j}+2 \boldsymbol{b} \cdot \boldsymbol{r}_{i j}<0 .
\end{align*}
$$

These two inequalities are only simultaneously solvable if

$$
\begin{equation*}
\left(R^{2}-b^{2}\right)\left(\boldsymbol{k} \cdot \boldsymbol{r}_{i j}\right)^{2}>k^{2}\left(\frac{r_{i j}^{2}}{2}+\boldsymbol{b} \cdot \boldsymbol{r}_{i j}\right)^{2} \tag{B10}
\end{equation*}
$$

For any two given particles, this criterion can be easily checked numerically.
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