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Accessing the free expansion of a crystalline
colloidal drop by optical experiments†
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Jorge L. Meyrelles Jr.,ad Maximilan Hofmann,a Hartmut Löwen b and
Thomas Palberg *a

We study poly-crystalline spherical drops of an aqueous suspension of highly charged colloidal spheres

exposed to a colloid-free aqueous environment. Crystal contours were obtained from standard optical

imaging. The crystal spheres first expand to nearly four times their initial volume before slowly shrinking

due to dilution-induced melting. Exploiting coherent multiple-scattering by (110) Bragg reflecting

crystals, time-dependent density profiles were recorded within the drop interior. These show a

continuously flattening radial density gradient and a decreasing central density. Expansion curves and

density profiles are qualitatively consistent with theoretical expectations based on dynamical density

functional theory for the expansion of a spherical crystallite made of charged Brownian spheres. We

anticipate that our study opens novel experimental access to density determination in turbid crystals.

1 Introduction

A block of solid composed of repulsive individual particles will
immediately explode when exposed to a particle-free, vacuum-like
environment. The reason is the strong interparticle forces or – in
thermodynamic terms – the positive pressure of the solid, which
needs to be counterbalanced to keep a solid stable. The resulting
expansion process has been addressed, numerically and in experi-
ments employing various model systems. In particular, charged
plasmas and colloidal spheres are well suited for these investiga-
tions. Here, the repulsion type, range and strength are conveni-
ently adjusted between the theoretical limits of hard spheres and
the one component plasma.1,2 Moreover, the low shear rigidity of
colloidal crystals allows their facile manipulation by external
fields, like shear, gravity or gradients of chemical potential.3–5

Starting with the pioneering work of Tang et al.,6 the majority of
investigations studied expansion in two-dimensional systems.7–13

Many of these studies were motivated by and thus focussed on the
2D-specific two-step melting process induced by changes in
density.14 This is different in 3D, where expansion experiments
have rarely been used to induce melting, which is a fascinating

topic on its own15–17 and can be conveniently induced by tuning
the interaction strength18,19 or using temperature to induce
particle size variations.20,21

In 2D, both density and refractive index mismatch between
particles and suspending solvent allow for the facile preparation
of experimental colloid systems, which are readily accessible by
high resolution optical methods like confocal microscopy or light
scattering.22,23 Moreover, for small two-dimensional samples,
solvent currents arising during the initial placement or release
process are typically too weak to affect the crystal evolution. By
contrast, 3D expansion experiments in general require to start at
elevated densities, where optical access is hampered by multiple
scattering effects and sample turbidity. Further, isotropic expan-
sion may be difficult to realize. The few reports available on the
expansion of 3D crystals concentrated on unidirectional expan-
sion after unidirectional compression.24 Kanai et al.25,26 studied
the expansion of centrifuged charged sphere crystals. They
reported an approximately linearly decreasing density profile with
discontinuity at the melting transition at values closely matching
the equilibrium melting and freezing densities.

Isotropic expansion in three dimensions so far has been
studied only for small plasma systems, which are still optically
accessible.27 Here, electrostatically driven collective effects
dominate the expansion. Plasma systems come in two main
variants, differing by repulsion type. Dusty plasmas in mg
environments or thermophoretic levitation can form crystalline
Yukawa balls (YBs). Laser-cooled ion plasmas released from
harmonic trap potentials form expanding Coulomb balls (CBs).
The density profiles of CBs are strictly flat at continuously
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decreasing densities and feature sharp boundaries, while those
of YBs peak in the centre and have smeared boundaries.28,29

Presumably due to the challenges involved preparing well-
defined starting conditions and the difficulties in optical
access, experiments on the isotropic 3D expansion of colloidal
solids have not been reported yet and experimental density
profiles are missing.

The present study aims at closing this gap. We conduct
expansion experiments on crystalline drops of highly concentrated
crystalline colloidal suspensions in contact with a particle-free
environment. The drops initially expand and later shrink by
melting outward-in. They are overall turbid but show a brilliant
colour display, which leaves their outer region and their contour
accessible to various optical methods. The large central density,
however, inhibits direct observation of the drop interior. We
therefore developed an imaging method drawing contrast from
the pronounced wavelength-dependent multiple scattering occur-
ring within thin concentric shells of constant density, and match-
ing the Bragg condition for (110) scattering. The approach allowed
to deduce a considerable section of the radial density profiles as a
function of time and yields density-dependent expansion curves.

To check the consistency of our heuristic concepts and to
compare our data to theoretical expectations, we model the
expansion by calculations based on dynamical density func-
tional theory.30 There, we consider particles interacting by
DLVO-like Yukawa pair potentials. As starting configuration,
we assume an isotropic expanding, spherical crystallite of body
centred cubic crystal structure as well as a large and homo-
geneous initial density. Our results show a generally good
qualitative agreement of the experimental data and this theo-
retical model. Few remaining discrepancies indicate room for
further experimental and theoretical improvement. Overall, we
successfully demonstrate a novel approach to time-dependent
density profiling in expanding turbid media. We anticipate that
multiple scattering based density determination will be useful
in many future investigations on concentrated crystalline col-
loidal materials.

In what follows, we first introduce the materials and experi-
mental techniques employed for drop fabrication and optical
analysis. The following results section presents the experi-
mental data. A short theoretical chapter presents our simple
model and compares its expectations to the experimental data.
In the discussion section, we address open points and remain-
ing challenges. We conclude with some prospects for future
applications of the demonstrated approach for improved
expansion experiments.

2 Materials and experimental methods
2.1 Sample and sample characterization

Crystalline drops were prepared from highly charged polymer
spheres in aqueous suspension. Our particles were a kind gift
from BASF, Ludwigshafen (Batch no. GK2876 4542, Lab code
PnBAPS80). From SAXS-measurements, their diameter and
their polydispersity-index are d = 87.5 nm and PI = 0.08,

respectively. Conductivity measurements31 yielded a conductivity
charge of Zs = 513� 3, torsional resonance spectroscopy gave an
interaction effective charge of ZG = 365.1 � 2.332,33 (see
also Fig. S1 in the ESI†). The particle mass density was rmass =
1.005 g cm�3. Deionized and decarbonized suspensions were
prepared using standard procedures.34,35 In this state the sys-
tems are fluid at low and crystalline at large number densities, r,
respectively. From reflection spectroscopy,36 their crystal struc-
ture is body centred cubic (bcc) up to the largest densities probed
(Fig. S2 in the ESI†). From crystal growth measurements,37 the
melting density is rm = (1 � 0.2) mm�3 under deionized,
decarbonized conditions and rm E 15 mm�3, after equilibration
against ambient air.38 Model calculations on deionized and
decarbonized systems show little variation of the interaction
strength over the density-range of interest (Fig. S3 in the ESI†).

2.2 Drop fabrication

For the expansion experiments, we prepared a stock of deio-
nized and decarbonized suspension at r = 110 mm�3

c rm.
A small amount of it was filled with some ion exchange resin
[AmberjetTM Nr. K306.2, Carl Roth, Germany] into a syringe
featuring an extrusion needle of inner diameter of 1.0 mm
[Needle blunt 1.2 � 40 mm, Braun, Germany]. After extruding a
sacrifice-drop (not shown), we place the syringe tip some mm
above the surface of deionized water contained in a four-side-
polished optical cell with a square cross-section of 10 �
10 mm2. Then we extrude another drop into the water and
start the observation. A scheme of our experimental set-up is
shown in Fig. 1a.

Due to the low shear modulus, the drop is shear-molten during
the extrusion process, but it starts to recrystallize immediately
after leaving the needle tip, i.e., within t E 0.3 s. Shape stabili-
zation, however, take somewhat longer. For spherical drops, this
occurs on average around t E 5 s. Since the initial placement
history strongly influences the drop shape, it may take some
manual skill and practice to obtain compact, spherical drops
(cf. Fig. S5 of the ESI†). Due to the slight density mismatch with
the environment, drops settle to the cell bottom. They initially
expand and later shrink due to outward-in melting. Throughout,
they show a brilliant colour display. The characteristic sequence of
visual appearance is depicted in the unprocessed Bragg images
shown in Fig. 1b (see also Video 1. For processed images, see
below Fig. 3 and Fig. S9 in the ESI†).

2.3 Optical properties of drops and observation schemes

Our approach to density profiling in turbid systems relies on both
light scattering and microscopic imaging.39,40 Scattering simply
provides the colour and intensity contrast for different microscopic
regions (e.g., crystallites) which are then imaged. Regarding the
contrast mechanism, we consider that the expanding drops are
ensembles of non-adsorbing, dielectric spheres. In general, their
scattering properties depend on the magnitude of the scattering
vector q = (4pn/l0)sin(Y/2), where l0 is the wavelength in vacuum,
n is the index of refraction of the solvent (nH2O = 1.333), and Y is
the scattering angle. Images capture both coherent and incoher-
ent, single and multiple scattering contributions (CS, IS, SS and
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MS, respectively).41 These vary with density and wavelength, and
further depend on suspension structure. Additional experiments
were conducted to carefully characterize the effects of a density-
gradient and the melting transition on the optical properties (see
Fig. S2a, S7 and S8 of the ESI†). From these, we deduce our drops
to feature concentric layers of different scattering properties. Most
prominent is a narrow, sheet of suitable density perpendicular to
the radial gradient. Within and from it, we see very intense
coherent MS caused by the 110-Bragg reflection and by incoherent
scattering (Fig. S7a and b of the ESI†). Under monochromatic
illumination, MS provides excellent imaging contrast, while the
density dependence of the Bragg reflection allows precise localiza-
tion of isopycnic-surfaces. At the same time, the increased reflec-
tivity results in a drastic reduction of transmission42 (Fig. S8b,
ESI†). The MS-sheets will hinder light from penetrating into the
core underneath, which, despite increasing incoherent MS, is
actually more transparent again. Outside the sheets, the suspen-
sion is fairly transparent and SS dominates, allowing for imaging
of individual (200) and occasionally (211)-Bragg reflecting crystals
(Fig. S6c and Video 1 in the ESI†). For the (110) reflection of the
MS-sheet and the (200) reflections in the enveloping region, the
local density is calculated as:

r ¼ 4n3

l3
sin3

Y110

2

� �
and r ¼ 2n3

l3
sin3

Y200

2

� �
: (1)

At the melting transition radius, the mix of different scattering
types changes again. This is seen in direct imaging as the absence
of any Bragg reflections combined with a slightly increased
turbidity, while in transmission, the boundary is identifiable as a
change in the slope of the absorption gradient. Together, these
effects allow a precise localization of the melting transition.

Regarding imaging, a combination of different illumination
and observation arrangements was employed. A sketch of the
optical set-up is given in Fig. 2. A more detailed drawing can be
found in Fig. S4 of the ESI.† The setup allows for flexible
switching between different imaging modes, which are pre-
sented by example images in Fig. 3a–c. We first consider the
two alternative illumination paths.

Both in transmission and in the 901 scattering geometry, the
sample (S) is illuminated by commercial white light sources
(L1, L2) of 5000 K [L, Avalight-DH-S; LS-0610025, Avantes B.V.
Apeldoorn, NL]. These instruments deliver the light via a fibre-
optic transmission line terminating in a collimation unit.
Backside-illumination by L1 is used for transmission imaging
(TR). Here, we set the collimating unit to slightly divergent. The
light impinges on a diffusor screen (Optolitet HSR, Knight
Optical, GB) to provide homogeneous diffuse background
illumination at a width of 3 cm. To adjust image brightness
at constant colour temperature, we inserted an attenuating
neutral filter (NF; D1.0-D2.3, Edmund Optics, DE).

The illumination path coming from L2 on the right side is
used for imaging at Y = 901 scattering angle. Here the collima-
tion unit is set to deliver parallel white light at a beam width of
E1.5 cm. A wheel with a neutral filter and several monochro-
matic band-pass filters ranging from deep blue to deep red
(Edmund Optics, DE) allows flexible switching of the imaging
mode. In white light Bragg-imaging (WB) we use the NF to
adjust brightness. In monochromatic Bragg-imaging (MB) the
selected l correspond to the following densities: l = 633 nm: r =
31.54 mm�3; l = 611 nm: r = 35.07 mm�3 orange; l = 590 nm:
r = 38.95 mm�3; l = 547 nm: r = 48.88 mm�3; l = 514 nm: r =
58.91 mm�3; l = 488 nm: r = 68.83 mm�3). In several experiments
reported here, we combined monochromatic illumination under

Fig. 1 Setup and example Bragg images. (a) Arrangement of the dropping facility in side view. The inset shows a crystallized drop of suspension
extruding from a syringe with an oblique tip. (b) Time series of unprocessed Bragg images taken under white light illumination from the right. The time lag
between images is Dt E 60 s, the scale bar is 2 mm. Note (i) the characteristic colour pattern of the overall turbid drop, (ii) the initial pointed tip at the
upper drop side and the subsequent transition from anisometric to near spherical shape, and (iii) the initial expansion, which is later followed by a slow
shrinking of the crystalline region due to inward melting.
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901 with transmission illumination (mixed mode, MM) to minimize
overexposure effects. For drop shape checking, a sample illumi-
nated by L2 can alternatively be observed in transmission under Y =
01 with the camera placed to the right side (not shown in Fig. 2).

2.4 Imaging, image processing and analysis

All drops were observed in portrait mode with a 46Mpix
consumer CMOS camera (C; Nikon D850) equipped with a belly
and an inversely mounted f1.4, 50 mm lens. This resulted in an
approximately 2 : 1 image on the sensor screen. ISO was set
to 400 and exposure times were in the range of 1/50–1/400 s.
In MB image series with six colours, we have a minimum time
resolution of Dtmin = 10 s between subseries due to the time
needed for filter switching. In each subseries, we switched
colours from long to short wavelengths to counteract any
timing-bias due to intermediate expansion. For a series of
6 colours, one white light and one transmission image, Dtmin =
30 s. The 14-bit raw images were saved to a computer in .nef-
format. Examples of unprocessed images were shown in
Fig. 1b. Subsequent image processing (centring, alignment,
cropping, size calibration and colour temperature correction)
was performed with ViewNX2 and/or NX Studio software
(Nikon, JP) and the results stored as 16-bit.tiff-images. In each
mode, the crystal spheres display a characteristic appearance
and different quantities can be determined. Processed exam-
ples of images taken in TR, MM and WB mode are displayed in
Fig. 3a–c, respectively. A set of characteristic observable extrac-
table from the images is shown in Fig. 3d.

In the TR image, one notes a gradual increase of extinction
towards the centre. This projection effect results from the
spherical contour of the MS-layers. Additional smoothing is
provided by their wavelength-dependent location and the over-
all strong extinction by incoherent MS. Fig. 3b shows a typical
MM-image. Here, the drop-core appears as a compact, uni-
formly coloured sphere. Its fine surface-texture originates from
individual reflections of small crystallites embedded in a uni-
form MS-background. This (110)-MS sphere shows an excellent
contrast to the surrounding, crystalline region. It can be pre-
cisely localized and followed in time (cf. Video 2, ESI†).

Fig. 2 Optical set-up. Top view with alternative illumination/detection
paths (grey arrows). Optical elements are denoted by bold letters. L1,2:
white light sources; NF: neutral grey filter; D: diffusor; CF: narrowband
filter; S: four-side-polished optical cell containing the expanding drop; C:
camera. In the camera position sketched, we observe light from L1

scattered under Y = 901 (WB and MB mode) and/or transmitted light from
L2 (TR mode). The cell interior shows a typical WB image of a drop under
white light illumination.

Fig. 3 Examples of processed images from different illumination/obser-
vation modes and their evaluation. The scale bars are 2 mm. (a) TR:
transmission-image taken at t = 480 s. The outer edge of the crystal is
marked as a dashed ellipse. It corresponds to the melting density of nm =
15 mm�3. A red dot marks the centre of the fitted contour and arrows mark
its height, H, above ground. (b) MM: combined monochromatic 901-
Bragg- and white light transmission-image taken at t = 480 s. The red
dot and the outer dashed ellipse denote – as before – the location of the
crystal centre and its outer boundary, respectively. The inner dashed
ellipse marks the MS-surface for l = 547 nm., i.e., the location of a
concentric shell of density n = 48.88 mm�3. With an initial density of
r0 = 110 mm�3 the probed density ratio is rm/r0 = 0.13. (c) WB: white light
Bragg-image taken shortly after touch down at t = 30 s. The MS-core
region, visible as a red-scattering band, nearly reaches out to the crystal/
fluid border (dashed line). The centre of mass is still very close to its initial
height. Note the blueish hue of the fluid phase, embedding the crystalline
phase and partially sedimenting to the cell bottom. (d) Comparison of
representative results from images of one spherical drop, captured in
different modes, as is indicated in the legend. Rm: equivalent radius of the
crystalline region; RMScore: wave length dependent location of the 1st order
Bragg multiple-scattering shell; Hcenter: height above ground of the fitted
ellipses. Also shown are the equivalent radius in air (star) and the drop
radius at t = 5 s after touchdown, as inferred from combining WB and TR
results (dotted diamond).
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Remarkably, under variation of the illumination wavelength, we
observe different locations for differently coloured MS-shells
relating to different isopycnic surfaces. This allows using eqn (1)
to infer the corresponding density profile. These MS-shells are
embedded in a more transparent outer region with only few
reflections, in which individual crystallites can be distinguished.

In the early-stage WB image of Fig. 3c, the overall impres-
sion is a turbid, milky-white core dotted with individual,
coloured reflections. We attribute this to strong incoherent
MS at all illuminating wavelengths. Note that initially, differently
coloured reflections are observable over the whole drop (cf. Video
1, ESI†), which can be attributed to additional Bragg scattering of
individual crystallites. After about a minute, however, a concentric
colour banding appears, presenting a characteristic radial
sequence of dominant colour, which relates to the MS-core (see
also in Fig. 1b). As the MS-core retreats at later stages, it gets
surrounded by an extended transparent crystalline region. This
region shows much weaker IS and (200) Bragg reflections become
nicely visible (Fig. 5b, below). In principle, eqn (1) should be
applicable to these reflections, given that the scattered wavelength
can be identified. We tried to extract the latter from the corres-
ponding RGB readings in WB images using a recently proposed
protocol.43 Yet, this approach failed for the monochromatic (200)
Bragg reflections of individual crystals. The scattered wavelengths
are lying outside the RGB-triangle in the C.I.E. 1931 colour
chart.44,45 This leads to hue-dependent calibration issues and
the RGB readings cannot be unequivocally assigned to individual
scattered wavelengths (see Fig. S9 in the ESI†). This prevented
density profiling in the transparent outer regions.

General shape fitting, determination of the centre of mass,
object tracking for drifting crystals and brightness analysis for the
TR and MM images used standard Image-j routines [ImageJ;
https://imagej.nih.gov/ij] as well as home-written algorithms.
Specifically, we fitted ellipses of horizontal and vertical semi-
axes, a and b, respectively, to the projections of the crystal-fluid
boundary for all three modes. The boundary is shown in Fig. 3a–c
as a dashed line. In TR, we located it from the change in radial
slope of the transmission signal, in WB and MM, we used the
scattering contrast provided by the outer border of Bragg reflec-
tions and the simultaneous increase of CS in the fluid phase. In
MM, we further fitted an ellipse to the outline of the central MS
core in dependence on wavelength using brightness contrast. Its
contour is shown in Fig. 3b as the inner dashed ellipse. From the
semi-axes of fitted ellipses, we calculated the radii of equivalent
spheres as: Ri = (a2b)(1/3). Note that for sufficiently small eccentri-
cities, a E b, and the centre-to-rim distances approaches the
radius Ri of the equivalent sphere. Irrespective of imaging mode,
the outermost ellipse yields the equivalent radius of the crystalline
region, i.e., the melting radius, Rm. In MM mode, we additionally
determine the wavelength-dependent equivalent radius of the 1st
order Bragg multiple-scattering shell, RMScore. Further, the centres
of the ellipses yielded the heights, Hcenter, of the drop centre-of-
mass above ground. Fig. 3d shows the evolution of these obser-
vables for the example drop shown in Fig. 3a–c. The error bars are
estimates based on deviation from rotation symmetry, contrast
issues and interfacial smoothness. Since the crystallite number

decreases while the crystal sphere size increases, the assignment
of an outer boundary from WB gets somewhat less certain toward
late stages. The same applies to the monochrome MM images,
albeit at generally smaller uncertainties. Irrespective of imaging
mode, however, data on Rm, RMScore and Hcenter agree well within
experimental uncertainty. This agreement worsens only slightly
for the two shortest wavelengths used in MM. There, incoherent
MS emerging from the corresponding blue and cyan (110) Bragg
scattering shell is pronounced enough to slightly blur its contour.

3 Results
3.1 General scenario

In air, the drop has an equivalent radius of about Rair = 1400 mm.
Immediately after entering the water, it starts expanding and re-
crystallizing. Mechanical stabilization starts upon contact
between individual crystallites. On average, the shape became
stable at t E 5 s with a corresponding average radius of hRm(t E
5 s)i = (1550 � 150) mm. After some ten minutes, the crystalline
part of the drop reaches its maximum radial extension of about
Rm E 2500 mm. Thus, drops expand while they are diluting
simultaneously. The broadening of the inward shifting coloured
banding in the WB images indicates a decreasing slope of the
density profile as well as an ever decreasing values for the central
density. Thus, we observe two continuous but counterpropagat-
ing modes of motion for the observables. Initially, expansion
dominates the location of a certain density or lattice constant,
later on dilution takes over but no stationary state is reached.

A measurement focusing on the short-time crystal sphere
expansion is shown in Fig. 4, where we display the expansion-
curves for Rm and for the outer rim of the reddish band
Rred stripe seen in Fig. 1b and 3c. (The shown equivalent radii
were derived from fitted ellipses as described above) In this
double logarithmic plot, the initial increase is seen to follow a
power law, with a significant exception for the very first data point.
While at this time (t = 5 s) the crystal shape has already stabilized
to a sphere, the optical appearance is misleading, in that it
suggests completed solidification. In fact, despite their optically
compact appearance, polycrystalline materials may remain semi-
solid for some further time until full rigidity is obtained after t E
5–8 s.46 Therefore in Fig. 4, we can safely assume completed
crystallization only for the power-law increase seen between 10 s
and 200 s. After reaching a maximum, the crystalline region
shrinks due to inward melting, as does the core region due to
ongoing dilution. The latter disappears after some 25–30 min, the
last outer crystals melt after some 30–45 min slightly depending
on drop history and shape.

3.2 Expansion and dilution on the level of individual
crystallites

Immediately after solidification, we observe a fine-grained poly-
crystalline solid encapsulated by a thin fluid layer (Fig. 3c).
Throughout drop evolution, individual crystals show an outward
drift and an increase in size, while their persistent and directed
colour-changes demonstrate their ongoing dilution. This is
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illustrated in Fig. 5 for two runs starting at t0 = 150 s and t0 =
2820 s.

Individual crystallites could be followed over 30 s to 120 s,
during which they typically showed constant radial velocities ran-
ging between 0.2 mm s�1 in the central region to 15 mm s�1 close to
the drop rim. This spatial variation is shown in Fig. 5a. The
observed correlation of drift velocities to crystal location is attrib-
uted to projection effects, as centrally seen crystallites move
preferentially towards the camera, while rim crystallites drift pre-
ferentially perpendicular to that direction. In Fig. 5b, we show an
evolved drop with a shrunken core. In Fig. 5c, we display a series of
cropped images focusing on the evolution of an individual crystal

close to the core-rim. As it drifts slowly outward, the initially small
dark blue crystal expands considerable and continuously changes
its Bragg-reflected colour. The crystallite to its immediate right even
shows colour banding within its interior. Both directly visualize the
ongoing interplay of drop expansion and dilution.

3.3 Size evolution of the crystalline part of the drop

A typical MM time series for l = 611 nm is shown in Fig. 6a. (For
large images and the l = 590 nm series, see Fig. S9 in the ESI†).
Results for Rm from MM at different illumination wavelengths
are compared in Fig. 6b to results from TR. The overall
agreement is very good, except for the shortest wavelengths,
which at later stages show a slight systematic deviation towards
larger values. This is attributed to blurring caused by incoherent
MS. In Fig. 6c, we omit these two data sets for small l and display
the volume of the crystalline part of the drop, calculated as: Vm =
(4p/3)Rm

3. Data from both observation modes coincide nicely
within experimental scatter. The initially fast volume increase
gradually slows and past the maximum expansion at t E 700 s,
the crystal sphere volume decreases. The straight, dashed line is
a guide to the eye. Over more than 1000 s, the decrease is nearly
linear. The observed late stage slowing may relate to the crystal-
line region being meanwhile immersed in a rather concentrated
fluid environment (see last images in Fig. 6a).

3.4 Density profiling

A colour series of MM images taken at t = 480 s is displayed in
Fig. 7a. Most strikingly, we observe a concentric nesting of the thin,
isopycnic MS-shells, vividly Bragg scattering a certain wavelength
but obviously transparent to all others. The derived RMScore(t) are
shown in Fig. 7b. As the core regions expand and shrink again, the
wavelength dependent shell-radii keep their sequence, i.e. the
largest densities are consistently found in the innermost shell.
This nesting qualitatively confirms the intuitively expected radial
gradient in density and allows for density profiling. Fig. 7c shows
the derived radial density profiles for different times. At all times,
we see a radially decreasing density profile. Initially, the profile
follows the general expansion and shifts rightward. This trend is
later reversed due to core shrinkage. Most importantly, the initial
density profiles are rather steep, but flatten continuously with time.

4 Modelling
4.1 Dynamical density functional theory for the isothermal
expansion of a spherical crystallite

We now turn to a theoretical description of the crystal expan-
sion process. We use the framework of classical dynamical
density functional theory (DDFT) which provides an ideal
microscopic framework for expanding solids.30,47 We apply it
here in a simple way to describe the isothermal expansion of a
three-dimensional spherical colloidal crystallite in the bulk in
the absence of any boundary and solvent flow. The crystal
sphere dilutes by expansion and simultaneously melts at its
contour. The remaining crystalline portion decreases. We con-
sider a coarse-grained inhomogeneous time-dependent density

Fig. 4 Short time expansion. Double-log plot of deduced radii for a single
run versus time. Symbols as indicated in the key. The red dashed line
shows a power-law behaviour for comparison. Note the deviation of the
first Rm data point.

Fig. 5 Crystal drift and expansion. (a) Covered distance in radial direction
r(t) � r(t0) versus time t for several individual crystallites discernible at t0 =
150 s. The colour coding indicates the crystallite position relative to the
drop centre at t0. (b) Late-stage drop imaged in WB at t = 3000 s. The scale
bar is 1 mm. (c) Cropped WB images taken from t0 = 2820 s to t = 3660 s in
intervals of 60 s. The scale bar is 500 mm. The dashed line is a guide to the
eye, marking a constant height above ground of 250 mm. The arrow marks
a faint blue crystal at the start of this series, which evolves in both size and
colour. The long duration of the green scattering stage is an illusion of the
camera’s and the eye’s RGB sensitivity. In fact, the scattered wavelength
changes continuously.
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field with radial symmetry, r(r, t), where r 4 0 denotes the
distance from the centre of the crystallite.

The initial density distribution is modelled as a steep tanh-
profile:

Fig. 6 Expansion curves for the crystalline part of the drop. (a) MM time series taken at l = 611 nm. The scale bar is 2 mm. (b) Equivalent crystal sphere
radii from MM series at different wavelengths as indicated in dependence on time after release as obtained. Also shown are the equivalent radius in air
(star) and the equivalent drop radius at t = 5 s after touchdown (dotted diamond) as inferred from combining WB and TR results. (c) Equivalent crystal
volumes in dependence on time after release for wavelengths selected for low systematic uncertainty in radius determination. Symbols as before.

Fig. 7 Evolution of the crystal sphere core–density profiles. (a) Processed MM images recorded at t = 480 s for different wavelengths as indicated in the
key, ranging from dark blue to dark red and corresponding to densities from rm = 31.54 mm�3 to r = 68.83 mm�3, respectively. Note the nested structure
of shells with different densities, i.e. R488 o R633o Rm. Scale bars 2 mm. (b) Equivalent MS-core radii obtained in MM. Note the increase in uncertainty for
the shortest wavelengths due to blurring by incoherent MS. (c) Density profiles as obtained from the radial positions of MS-core scattering using eqn (1)
for different times indicated in the key. Note the initial right shift and the gradual decrease in profile steepness.

Soft Matter Paper



8192 |  Soft Matter, 2024, 20, 8185–8197 This journal is © The Royal Society of Chemistry 2024

r(r, t = 0) = r0(1 � tanh((r � r0)/x)), (2)

where r0 is the initial crystalline density and r0 is the initial
radius of the spherical crystallite, while x describes the initial
width of the solid–fluid interface. For the dynamical evolution
of the density field r(r, t), we follow30 and write it as

@rð~r; tÞ
@t

¼ r � D

kBT
rð~r; tÞr dF r½ �

drð~r; tÞ

� �
; (3)

where D is the diffusion coefficient of the colloidal particles
and kBT is the thermal energy with system temperature T. The
free energy density functional F[r] is given within the local-
density approximation (LDA) as

F r½ � ¼
ð
d3r kBTrð~r; tÞ ln L3rð~r; tÞ

� �
� 1

� �
þ fexc rð~r; tÞ;Tð Þ

� �
:

(4)

Here, L is the thermal wavelength (for dimensional reasons only)
and fexc(r(r, t),T) the excess free energy density per volume of a bulk
system at temperature T and homogeneous density r in the solid or
fluid phase. We approximate fexc(r(r, T) by the coarse-grained
potential energy of a bcc-crystal. We use a lattice sum at zero
macro-ion temperature with the DLVO-like Yukawa pair potential48

VðRÞ ¼ Zs
2

4pe0er

expð�kRÞ
R

; (5)

where R is the distance between two colloids. In the specific case
of a bcc-lattice with a lattice constant a0 at t = 0, R ¼

ffiffiffi
3
p

=2
� �

a0
for the nearest neighbours and accordingly for the next nearest
neighbours. Zs is the effective macroion charge, e0 the dielectric
permittivity of vacuum, er = 80 the dielectric constant of the
solvent, and k the inverse Debye–Hückel screening length.49 We
express the excess free energy approximately as

fexcðr;TÞ �
1

a3

X
~RN

V ~RN

�� ��� 	
: (6)

The density dependence enters via the bcc-lattice constant a = (2/
r)1/3. The sum in eqn (6) extends over all lattice vectors

-

RN of the
three-dimensional bcc-lattice. In radial symmetry, eqn (3) reads:

@rðr; tÞ
@t

¼ 1

r2
@

@r
r2D

@rðr; tÞ
@r

þ rðr; tÞ @
@r

@fexcðr;TÞ
@r

� �
 �
; (7)

which we solve numerically with the initial condition at t = 0 given
by eqn (2) with x- 0, i.e., a rectangular function corresponding to
no initial solid–fluid interface. Thus, the time-dependent crystal-
line volume during the expansion is given by

VCðtÞ ¼
4p
3
rC

3ðtÞ; (8)

where rC(t) is the radial distance of an isopycnic spherical surface
of density rC, for instance the melting density rm, which is known
for a three-dimensional Yukawa system.50–53 I.e., rm(t) is deter-
mined by the condition:

r(rm(t),t) � rm. (9)

In the calculations, rC can further be viewed as a flexible
parameter that determines the crystalline volume enclosed by

an isopycnic surface corresponding to any given bcc-lattice
constant. Results for any chosen rC can thus be directly
compared to our experimental findings. Our numerical solu-
tions of eqn (7) are shown in Fig. 8.

Suitable start-parameters were chosen close to those in the
experiment and are provided in the legend and in the captions.
We find a continuously flattening density profile in Fig. 8a.
Simultaneously, the central density decreases (cf. Fig. S11 of the
ESI†). Note that at large times, the crystal core has developed a
near constant density, and a significant slope is observable only
at an increasing radial distance. For the core region, this implies
a homogeneous and isotropic expansion at late times. While the
decrease in central density with time, as well as the radial
decrease of density can be intuited, this specific prediction for
the screened Yukawa interaction cannot and further differs
markedly from the results obtained for plasma crystals.27

Each numerical run at given start parameters yields a set of
density profiles, from which the characteristic expansion curves
for any chosen rC/r0 can be derived. Curves for different rC

generated from the run shown in Fig. 8a are shown in Fig. 8b.
For small rC, we have only expansion. For density ratios rC r
0.55r0, an initial expansion precedes the dynamical decrease of
the crystalline volume VC(t). There, the volume evolution features
a pronounced maximum followed by a stretched, almost linear
decrease as a function of time t. Note the pronounced increase of
the maximum volume for decreasing density ratios rC/r0. Per-
forming repeated calculations under systematic variation of
parameters then shows the dependence of expansion curve
shape and extension on these. Fig. 1c and d demonstrate that
the strength of the Yukawa potential U = Zs

2e2/4pe0e has practi-
cally none, and the inverse screening length has only moderate
influence on the maximal expansion, but both influence the
temporal evolution of the volume for a given density rm.

Finally, we remark that the theory is simple in the sense, that
it involves only the density as a dynamical order parameter and
basically uses a local density approximation for the density
functional. Nonlocal extensions with a full density field which
is strongly peaked on the colloidal length scale would imply
much larger numerical effort. The zero-temperature lattice sum
for the Yukawa system is another approximation that may lead to
deviations from the behaviour of an actual Brownian Yukawa
system. Moreover, we assumed that the mobility of the particles
is the same in both the crystal and the fluid phase. This is clearly
an approximation that induces a smearing of the density
profiles.54 However, our simpler version already yields a specific
prediction for the expansion of colloidal crystals as well as
valuable information on the influence of important experimental
parameters on the expansion, which cannot be controlled well in
plasma experiments. By contrast, they are readily adjusted in the
present study via CO2 content and salt concentration.35

5 Discussion

Thus far, we reported the fabrication of initially highly con-
centrated drops of suspensions made of strongly repulsive
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spheres in a sphere-free environment. This allowed for the first
time to study the isotropic expansion of a polycrystalline solid
in three dimensions. In the transparent parts of the drops, we
used white light Bragg imaging to monitor the drift motion and
expansion of individual, Bragg reflecting crystallites. Bragg
imaging and complementary transmission imaging gave con-
sistent results for the crystal sphere radii with high spatial
resolution. We could overcome the limitations of white light
Bragg imaging using monochromatic illumination Bragg ima-
ging. Exploiting the peculiarities of coherent multiple scatter-
ing at Bragg reflections then allowed probing the locations of
certain densities within the turbid drop core as well as density
profiling.

Fig. 9 compares the measured expansion curves to our
theoretical expectations. To obtain the best overall least
squares fits, we here varied the ratios rC/r0 as indicated in
the key. The other input parameters were fixed to values
corresponding to the experimental ones: Z = 365; k = 3.5; D =
4D0 (except for Vm, where D = 7.6D0); r0 = 110 mm�3; and R0 =
1.40 mm. The fits capture the general curve shape very well. On
the one hand, this demonstrates that our novel experimental
approach can provide successful and reproducible access to

density profiling in turbid crystalline media. Moreover, the
remaining statistical and systematic uncertainties (cf. Fig. 3d,
6c and 7b) are small enough allowing for a quantitative
comparison to theoretical predictions. On the other hand,
Fig. 9 clearly shows that, in spite of the simplicity of the
theoretically considered situation, our modelling approach is
sufficiently sophisticated to yield an excellent and nearly quan-
titative description.

As compared to previous studies on isotropic, three-
dimensional expansion, polycrystalline aqueous charged sphere
suspensions show a behaviour midway between that of Coulomb
balls and Yukawa balls.27–29 The former revealed a strictly flat
density profile, while the latter produced strongly peaked profiles.
Concerning two-dimensional experiments, our findings bear
resemblance to those of Tanaka et al., who studied short range
repulsive spheres in slit confinement. They found a continuously
decreasing core density, albeit with only a weak density gradient
within the crystal. They also reported the crystalline core
embedded in a widening interfacial boundary region towards
the fluid phase. In the present experiments, the innermost density
profile was not (yet) accessible, but the density profiles observed
roughly halfway remained for extended times while flattening

Fig. 8 Numerical solution of the dynamical density functional theory equation. (a) Density evolution of the crystallite. During the crystal expansion, the
local density decreases, which leads to melting. The initial size of the crystallite is r0 = 103a0, the inverse Debye–Hückel screening length is k = 3a0

�1 and
the strength of the Yukawa pair potential is U = 103kBTa0, where a0 is the initial bcc-lattice constant given by a0 = (2/r0)1/3. The sum of eqn (6) is
approximated by truncating after the fourth nearest neighbours. (b) Time dependence of the crystalline volume VC(t) (i.e., the crystalline volume enclosed
by an isopycnic shell of density rC) for various densities rC as indicated in the key. Here, k = 3a0

�1 and U = 103kBTa0. For rC r 0.55 r0, the crystallite
initially expands before its volume decreases linearly in time over an extended period. (c) The same for rC/r0 = 0.40, k = 3a0

�1, and different Yukawa
repulsion strengths, U, as indicated in the key. U has little influence on the functional form of the curve but leads to a stretching of the time scale of
expansion. (d) The same for rC/r0 = 0.40, U = 103kBTa0, and different k as indicated in the key. An increased k leads to a slight increase of the curve
maximum and a stretching of time scales.
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continuously. Further, in the outer, transparent region, we could
show clear evidence of a persistent radial density gradient. Crystal
spheres made of charged colloidal spheres therefore provide a
valuable platform for future systematic experiments. Particles of
different sizes and charge densities are at hand, which will
facilitate tuning of the time-scales and the repulsive strength.
Using a polymer solution as solvent for the suspension and/or the
receiving bath may further allow investigations of the effects of
(depletion-) attraction and/or facilitate damping of the expansion
by introducing an outer osmotic pressure. Experiments with drops
of lower start density are under way, which should yield better
access to the innermost drop regions. Experiments using X-ray
tomography appear to be a possible alternative approach to
monitor the density evolution throughout the complete drop.

Fig. 9 also shows a few systematic deviations between
experiment and theoretical model. There appears to be a
mismatch between the density ratios, rC/r0 probed in the
experiments starting at t = 60 s and the densities used in
obtaining the overall best fits. Interestingly, also the other
two discrepancies are restricted to certain time intervals. In
these, the corresponding statistical and systematic errors con-
sidered in Fig. 3d and 6c are rather small. The observed
deviations are thus both characteristic and significant. Further,
in both cases, these discrepancies occur at characteristic times.
In particular, at early times and for the largest densities probed,
the measured and expected core–volume expansion curves
appear flatter than expected, showing only weak maxima, while
at late times experiment and theory are in very good agreement.
Conversely, the measured crystal sphere volume, Vm, follows
the expectations closely at early times, while from some 800 s
onward, it deviates towards smaller than expected volumes.
None of these disparities can be attributed to the level of
sophistication used in our model. In fact, modelling the
expanding drops as isotropically expanding crystals made of
electrostatically repulsive Brownian spheres and considering

melting as only due to density reduction at otherwise constant
interaction parameters performs well enough to yield an overall
excellent description of the experimental observations. Rather,
the following discussion traces the mismatch back to violations
of the required constant boundary conditions, which occur on
the experimental side.

First, at the start of the expansion experiments the basic
condition of an overall crystalline drop is only given for the
model. On the experimental side, the drops are shear-molten by
their extrusion and the impact on/in the water. Start of re-
crystallization occurs at t E 0.3 s, but complete solidification
takes considerably longer. Therefore, the drops initially are in a
highly mobile fluid, respectively semi-solid state, and the
expansion proceeds significantly faster in at this initial stage
than later under fully crystalline conditions. This was demon-
strated Fig. 4 by the switch in expansion behaviour occurring
for t = 5–10 s. We believe that as a consequence, the initially
faster expansion shifts the observable isopycnic shells further
out to locations actually expected for much smaller densities.
This explains the overall mismatch between probed and fitted
densities. The stage of initial rapid expansion fastens the
dilution, in particular for the densest core regions. Since the
measurements in MM mode start only after complete solidifi-
cation, this stage is completely missed in the experimental
curves probing the largest densities. The mismatch becomes
smaller at smaller probed densities. There is a well-developed
maximum for l = 633 nm, and the effect appears to be absent
for Vm. The initial rapid expansion of the molten or partially
solidified drop also readily explains the overall larger than
expected dilution of the experimental drops.

To avoid shear melting, the extrusion process should be
improved. We followed this challenge to minimize mechanical
impact in additional experiments, but thus far could not obtain
satisfactory results. Alternatively, future modelling could imple-
ment a time dependent effective diffusion constant during the

Fig. 9 Temporal evolution of volumes enclosed by isopycnic surfaces. Data are normalized to the initial drop volume. Symbols represent measured
volumes; solid lines are least squares fits of the theoretical model using the ratio rC/r0 as only free parameter. Probing wavelengths and density ratios
used in the fits are colour coded as indicated in the key. Note the overall very good description of experimental curves. Note further (i) the pronounced
deviation past the maximum of the melting density, (ii) the flatter-than-expected density evolution at early times for the innermost densities, and (iii) the
discrepancy between the experimentally probed densities and the density ratios used in the fit.
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first instances of calculation. This could be implemented with-
out extensive numerical effort, albeit at the introduction of
further free parameters and additional assumptions to be made
about the crystallization kinetics far off mechanical
equilibrium.55

Second, at long times, we violate the condition of spatially
homogeneous and constant particle charge and amount of
screening electrolyte. This results from a slight difference in
conditioning procedure for the drops and the receiving solvent.
In fact, the suspension had been deionized and decarbonized,
while the receiving water was merely deionized but equilibrated
against ambient air. According to recent literature, dissolved
CO2 and its reaction products will significantly reduce the
particle charge due to a combination of screening effects with
pH-driven and dielectric charge regulation.35,56 In the present
situation, CO2 diffusing from the surrounding water towards
the drop cores will significantly lower the particle charge in the
contaminated regions and there increase rm. After traversing
the outer fluid layer, the inward migrating CO2 and its dis-
sociation product carbonic acid reach the crystalline part of the
drop. In Fig. 9, this happens shortly past the maximum of
Vm(t). From thereon, the remaining crystalline volume shrinks
much faster by CO2-related melting than predicted for dilution
related melting at constant deionized and decarbonized condi-
tions. The idea of an advancing CO2-front is corroborated by
the very early disappearance of the blueish 221 Bragg reflec-
tions at the drop rim (cf. Video 1, ESI†) and the simultaneous
unaffectedness of the core volume curves. Future experiments
could therefore attempt to use a gas-tight container filled with
decarbonized water as receiving fluid.

An additional experimental improvement would be a buoy-
ancy match between particles, suspending medium and receiv-
ing solvent. Under the present conditions, all drops settled to
the cell bottom. There, additional influences of gravity may
become operative. While for the small drops used in the
present experiments, no evidence of a height dependent lattice
constant was detected, there were several indirect effects obser-
vable. For instance, we observed a systematic deviation from a
strictly spherical drop shape at late stages. Specifically, the
presence of a well-observable particle enriched environment
causes the lower drop half to expand slower than the upper. We
believe that the bottom layer of sedimented particles creates an
increased osmotic pressure counteracting the expansion of the
crystal sphere. To exclude an influence on our measurements,
drop size analysis was solely based on data taken from the
upper drop halve. To fully circumvent this effect, one may try to
buoyancy-match the particles, by using low molecular weight
sugar-solutions for both the drop and the environment. Pre-
liminary efforts in that direction indeed indicate a way to
prepare freely suspended drops residing in the cell centre
(Fig. S6 in the ESI†).

Finally, we like to stress that the here employed, scattering-
based microscopic imaging technique is not restricted to
experiments on the expansion of crystalline drops. Rather, we
anticipate that there are a number of interesting non-
equilibrium experiments, which could profit from it ref. 3–5,

55 and 57. This concerns, in particular, experiments at large
particle concentrations, which so far were only accessible for hard
sphere systems and a few other well-index-matched systems.
Possible applications comprise a straight forward extension of
the range of accessible densities in studies of crystallization,
coarsening and melting kinetics, both with and without applied
shear, as well as compression experiments using gravity, centri-
fugation or other suitable experimental techniques.

6 Conclusion

We developed and successfully demonstrated a novel approach to
determine the density profiles in freely expanding turbid crystal-
line drops. We observed a promising agreement between our
experiments and theoretical modelling based on dynamical den-
sity functional theory. Using highly charged spheres in an aqueous
environment, we reproducibly observed an expansion scenario
reminiscent, but not exactly identical to previous findings. The
characteristic development should serve as a reliable starting point
for systematic investigations of expansion and profiling in depen-
dence on interaction type, shape, and strength as well as on
environmental boundary conditions including their theoretical
modelling. Further, our method should be readily transferable to
unidirectional expansion experiments between confining surfaces
or to free-standing extruded colloidal wires. We thus anticipate,
that our novel approach can pave the way to density profiling also
in many other situations of fundamental and/or practical interest.
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